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#### Abstract

We propose and analyze an $h p$ finite element method for the Nagdhi shell model, based on rectangular elements. We show that for the bending-dominated case, assuming sufficient smoothness on the solution, the method is locking free in terms of both $h$ and $p$, as the thickness of the shell tends to zero. Our results are established under the assumption that the geometrical coefficients appearing in the model are piecewise polynomial functions.


## 1. Introduction

In recent years, several new commercial finite element codes with $h p$ capabilities have been developed (e.g. MSC/PROBE, STRESSCHECK, POLYFEM.(IBM), Applied Structure (Rasna Co.), PHLEX, etc.). Such codes allow the use of both mesh refinement ( $h$ version) and increase of polynomial degree ( $p$ version) to attain accuracy. Due to the increasing engineering interest in $p$ and $h-p$ methods, an important question that arises is the search for robust, locking-free $p$ and $h p$ elements for plate and shell problems.

In this paper, we propose and analyze an $h p$ method based on the Naghdi shell model [ 9,10$]$. In this model, the unknown displacement and rotation vectors are obtained as the minimizers of an internal energy function which combines the energy due to bending, transverse shear and membrane stresses. As the thickness $d$ of the shell approaches zero, various constraints on the exact solution appear in the "bending-dominated" case. These ensure that the energy remains finite as $d \rightarrow 0$. Often, finite element spaces being used to discretize the model cannot handle such constraints while still retaining their approximation properties. This leads to the phenomenon of locking, which manifests itself as an unacceptably large discretization error, even for highly refined meshes, when $d$ is small. See [4, 7] for general discussions of the locking problem. In the Nagdhi shell model, both transverse shear and membrane constraints appear as $d \rightarrow 0$, leading to shear locking and membrane locking in the bending-dominated case.

The two main strategies commonly used for overcoming locking are the use of the standard variational form with high-order elements and the use of modified variational forms (including mixed and reduced integration methods). In the former,

[^0]which we call exact constraint methods, the idea is to choose finite element spaces that are enriched enough to satisfy the constraints exactly. This is usually done by using high-order $h$ methods or using $p / h p$ methods. In the latter, the effect of the constraint is weakened, by enforcing it only approximately. Often, low-order ( $h$ version) elements are used. We call such methods reduced constraint methods. The above approaches have been rigorously investigated for various problems (other than shells) involving locking (see, e.g. [14, 16] for exact constraint approaches and [ 8,15$]$ for reduced constraint approaches).

In the case of locking for shells, however, even though there are several schemes that have been proposed in the engineering literature, the convergence properties of most schemes have not been mathematically established. A notable exception is the work of Pitkäranta (e.g. [12]) in which locking for cylindrical shells (including a reduced constraint scheme proposed by Bathe and Dvorkin) has been analyzed. One of the conclusions that emerges from Pitkäranta's work is that high-order $p$-type schemes do particularly well in combatting locking for shells.

In this paper, we present and analyze an $h p$ finite element method for shells which combines the two approaches of using high-order elements and weakening the constraints. Our element is based on a reduced constraint method recently proposed by Arnold and Bezzi [1] which uses a mixed formulation for the Nagdhi shell model with a stabilizing term that stabilizes it in the bending-dominated case. (This is the case for which locking occurs, the membrane-dominated case, leading to "pure membrane" deformation in the limit, is free of locking for smooth solutions.) Using this stabilizing mixed formulation, Arnold and Brezzi developed a family of mixed triangular elements for which they proved that the convergence of the displacement and rotation vectors does not deteriorate as $d \rightarrow 0$ (i.e. the method is locking-free in the terminology of [4]). Their results were only in terms of the $h$ version and did not address the question of $p$-convergence, when successively higherorder elements from the family are used. Here, we formulate rectangular elements based on the modified variational form in [1]. As in the case of triangular elements in [1], we propose a family of such elements, one for each polynomial degree $p$. We consider not only the stability and convergence of this family in terms of the mesh parameter $h$, but also the polynomial degree $p$, showing that the family is robust in terms of both $h$ and $p$ (unlike the corresponding triangular elements from [1], no additional bubble functions are needed for stability here). Our analysis therefore validates not only the $h$ version, but also the $p$ and $h p$ implementation of these reduced constraint methods. It also validates a spectral element approach (see Remark 3.5).

In [1], Arnold and Brezzi used an assumption of the geometrical coefficients in the variational formulation being piecewise constant. As we show here, the case when the coefficients are piecewise polynomials of degree $m$ can also be treated, provided we use polynomials of sufficiently higher degree for the primary variables (this is easily accomplished in the $p / h p$ versions). We show that the asymptotic $p$-convergence rate remains optimal in this case, and indicate, in Remark 3.7, what can be expected for the case of arbitrary geometric coefficients. Our analysis here is only carried out for the case of parallelograms, though we formulate our elements for general quadrilaterals. We believe that our results provide valuable insight into $p$ and $h p$ versions for more general shell and element geometries as well. (See Remark 3.4 in this context, which discusses the treatment of boundaries).

The plan of the paper is as follows. Section 2 describes the Naghdi model and introduces the modified variational form from [1]. In Section 3, we describe the approximate method and present our main theorem. The proof is presented separately in Section 4. In order to properly analyze the $p$ convergence, we do not analyze the problem as a mixed method (as in [1]), but rather use the approach in [7] (see Remark 4.2). Essentially, we prove uniform estimates for the approximations as the solution tends to an inextensional (pure bending) one. (See Remark 3.4.)

## 2. The variational formulation for the Naghdi shell model

In this section, we describe the Naghdi shell model in its variational form. In this we closely follow Section 2 of [1].

As in [1], we let Greek indices range over 1, 2 and Latin indices over 1, 2, 3, with products containing repeated indices being summed. Also, 3 -vectors $\vec{v}=\left(v_{i}\right)$ are indicated by overarrows, 2 -vectors by undertildes $\left(\underset{\sim}{v}=\left(v_{\alpha}\right)\right)$ and $2 \times 2$ symmetric tensors by double undertildes $\left(\underset{\sim}{\lambda}=\left(\lambda_{\alpha \beta}\right)\right)$ with $\lambda_{\alpha \beta}=\lambda_{\beta \alpha}$. If $V$ is a space of scalar functions, then $\vec{v} \in \vec{V}, \underset{\sim}{v} \in \underset{\sim}{V}$ or $\underset{\sim}{\lambda} \in \underset{\sim}{V}$ will imply that each component is in $V$.

The Naghdi shell model involves various coefficients related to the geometry, which we now describe. Let us assume, for simplicity, that the midsurface of the shell can be represented as $\vec{r}(\Omega)$ where $\vec{r}$ is a smooth one-to-one mapping of $\bar{\Omega}$ into $\mathbf{R}^{3}$, where $\Omega$ is a bounded open set in $\mathbf{R}^{2}$. Moreover, let $\vec{r}$ be such that $\vec{a}_{1}=\vec{r}_{x^{1}}$ and $\vec{a}_{2}=\vec{r}_{x^{2}}$ are linearly independent at each point of $\bar{\Omega}$. Then, defining $\vec{a}_{3}$ to be the unit vector along $\vec{a}_{1} \times \vec{a}_{2}$, the shell (of thickness $\left.d \in(0,1]\right)$ will occupy the region

$$
\left\{\vec{r}(\underset{\sim}{x})+x^{3} \vec{a}_{3}(\underset{\sim}{x}) \mid \underset{\sim}{x} \in \Omega, \frac{-d}{2}<x^{3}<\frac{d}{2}\right\} \subset \mathbf{R}^{3} .
$$

Next, let the first and second fundamental forms of $\vec{r}(\Omega)$ be defined by the matrices

$$
a_{\alpha \beta}=\vec{a}_{\alpha} \cdot \vec{a}_{\beta}, \quad b_{\alpha \beta}=\vec{a}_{3} \cdot \frac{\partial^{2} \vec{r}}{\partial x^{\alpha} \partial x^{\beta}}
$$

and let $a$ be the determinant of the matrix $\left(a_{\alpha \beta}\right), a \neq 0$ on $\bar{\Omega}$. We denote the inverse of ( $a_{\alpha \beta}$ ) by ( $a^{\alpha \beta}$ ) and set

$$
\vec{a}^{\alpha}=a^{\alpha \beta} \vec{a}_{\beta}, \quad b_{\gamma}^{\alpha}=a^{\alpha \beta} b_{\beta \gamma}, \quad a^{\alpha \beta \gamma \delta}=\frac{E}{1-\nu^{2}}\left(a^{\alpha \gamma} a^{\beta \delta}+\nu a^{\alpha \beta} a^{\gamma \delta}\right)
$$

where $E>0$ and $\nu \in\left[0, \frac{1}{2}\right)$ are the Young's modulus and Poisson ratio respectively. Finally, we define the Christoffel symbols $\Gamma_{\alpha \beta}^{\delta}:=\vec{a}^{\delta} \cdot \frac{\partial \vec{a}_{\beta}}{\partial x_{\alpha}}$.

Let $H^{k}(\Omega)$ denote the usual Sobolev spaces, with $L_{2}(\Omega)=H^{0}(\Omega)$. Let $\Gamma_{D} \neq \varnothing$ be a portion of $\partial \Omega$ and define

$$
\begin{gathered}
H_{D}^{r}(\Omega)=\left\{v \in H^{r}(\Omega)|v|_{\Gamma_{D}}=0\right\} \quad \text { for } r \geq 1 \\
\mathcal{V}=\left\{(\vec{v}, \underset{\sim}{\psi}) \mid \vec{v} \in H_{D}^{1}(\Omega), \underset{\sim}{\psi} \in \underset{\sim}{H_{D}^{1}}(\Omega)\right\}
\end{gathered}
$$

with the norm in $\mathcal{V}$ given by

$$
\|\vec{v}, \underset{\sim}{\psi}\|_{\mathcal{V}}^{2}=\|\vec{v}\|_{1}^{2}+\|\underset{\sim}{\psi}\|_{1}^{2} .
$$

We will assume that our solution $(\vec{u}, \underset{\sim}{\theta}) \in \mathcal{V}$, i.e. we. will assume clamped conditions along $\Gamma_{D}$. Suppose $d^{3} f^{i} \vec{a}_{i}$ is the resultant of the forces applied on the
midsurface, then the Naghdi model determines the displacement $\vec{u}=\left(u_{i}\right)$ and rotation $\underset{\sim}{\theta}=\left(\theta_{\alpha}\right)$ as the solution of the variational problem: Find $U=(\vec{u}, \underset{\sim}{\theta}) \in \mathcal{V}$ satisfying

$$
\begin{array}{r}
a(U, V)+d^{-2}(\underset{\sim}{\Phi}(U), \underset{\sim}{\Phi}(V))_{1}+d^{-2}(\underset{\approx}{\Lambda}(U), \underset{\approx}{\Lambda}(V))_{2}=F(V) \\
\text { for all } V=(\vec{v}, \psi) \in \mathcal{V}, \tag{2.1}
\end{array}
$$

where

$$
\begin{gathered}
a(U, V)=\int_{\Omega} \frac{a^{\alpha \beta \gamma \delta}}{12} \Psi_{\alpha \beta}(\vec{u}, \underset{\sim}{\theta}) \Psi_{\gamma \delta}(\vec{v}, \underset{\sim}{\psi}) \sqrt{a} d \underset{\sim}{x}, \\
(\underset{\sim}{\Phi}(U), \underset{\sim}{\Phi}(V))_{1}=\int_{\Omega} a^{\alpha \beta} \frac{E}{2(1+\nu)} \Phi_{\alpha}(\vec{u}, \underset{\sim}{\theta}) \Phi_{\beta}(\vec{v}, \underset{\sim}{\psi}) \sqrt{a} d \underset{\sim}{x}, \\
(\underset{\sim}{\Lambda}(U), \underset{\approx}{\Lambda}(V))_{2}=\int_{\Omega} a^{\alpha \beta \gamma \delta} \Lambda_{\alpha \beta}(\vec{u}) \Lambda_{\gamma \delta}(\vec{v}) \sqrt{a} d \underset{\sim}{x}, \\
F(V)=\int_{\Omega} f^{i} u_{i} \sqrt{a} d \underset{\sim}{x} .
\end{gathered}
$$

In the above, $\underset{\sim}{\Psi}, \underset{\sim}{\Phi}$, and $\underset{\sim}{\Lambda}$ are the change of curvature tensor, the transverse shear strain tensor, and the membrane strain tensor, respectively. For any $\vec{u}=\left(u_{i}\right)$, $\underset{\sim}{\theta}=\left(\theta_{\alpha}\right)$ with $u_{i}, \theta_{\alpha} \in H^{1}(\Omega)$, these are defined by

$$
\begin{gather*}
\Psi_{\alpha \beta}(\vec{u}, \underset{\sim}{\theta})=\frac{1}{2}\left[\theta_{\alpha, \beta}+\theta_{\beta, \alpha}-b_{\alpha}^{\gamma}\left(u_{\gamma, \beta}-\Gamma_{\gamma \beta}^{\delta} u_{\delta}\right)-b_{\beta}^{\gamma}\left(u_{\gamma, \alpha}-\Gamma_{\gamma \alpha}^{\delta} u_{\delta}\right)+b_{\alpha}^{\gamma} b_{\gamma \beta} u_{3}\right]  \tag{2.2}\\
-\Gamma_{\alpha \beta}^{\delta} \theta_{\delta}, \\
(2.3) \quad \Phi_{\alpha}(\vec{u}, \underset{\sim}{\theta})=u_{3, \alpha}+b_{\alpha}^{\gamma} u_{\gamma}+\theta_{\alpha},  \tag{2.3}\\
(2.4) \quad \Lambda_{\alpha \beta}(\vec{u})=\frac{1}{2}\left(u_{\alpha, \beta}+u_{\beta, \alpha}\right)-\Gamma_{\alpha \beta}^{\delta} u_{\delta}-b_{\alpha \beta} u_{3} . \tag{2.4}
\end{gather*}
$$

In the bending-dominated case, as $d \rightarrow 0$, the loads are scaled as $d^{3} f^{i} \vec{a}_{i}$ and the bending energy $a(U, V)$ dominates. In the membrane-dominated case, the load is scaled as $d f^{i} \vec{a}_{i}$ and as $d \rightarrow 0$, the bending energy term $d^{2} a(U, V)$ is the one that tends to zero, with the solution tending to a pure membrane state. The latter case is actually the more common in applications (since the shell can be loaded by a larger amount this way): Smooth pure membrane deformations are free of locking and standard finite element methods work well here.

Here, we are interested in developing a method that is uniformly robust as $d \rightarrow 0$ in the bending-dominated case. It may be seen from (2.1) that for the energy to remain finite as $d \rightarrow 0$, we must now have the following constraints in the limit:

$$
\begin{equation*}
\underset{\sim}{\Phi}(U)=\underset{\sim}{\Phi}(\vec{u}, \underset{\sim}{\theta})=0, \quad \underset{\approx}{\Lambda}(U)=\underset{\approx}{\Lambda}(\vec{u})=0 . \tag{2.5}
\end{equation*}
$$

When (2.1) is discretized, the finite element space used may not have enough functions satisfying (2.5) (for instance, the only such function in the space may be $(\vec{u}, \underset{\sim}{\theta}) \equiv 0$. This is what causes locking, and to remove it, as we see below, the finite element solution will be required to satisfy (2.5) only in a weaker sense.

Let us note another problem with the formulation (2.1): the form $a(U, V)$ is not coercive over the space $\mathcal{V}$. This makes the development of locking-free approximation methods more difficult. In [1], a simple rewriting of (2.1) was used to overcome this problem. Let $c_{0}$ be an arbitrary positive constant, independent of $d$ (say $c_{0}<1$ ). Define

$$
A(U, V)=a(U, V)+c_{0}(\underset{\sim}{\Phi}(U), \underset{\sim}{\Phi}(V))_{1}+c_{0}(\underset{\approx}{\Lambda}(U), \underset{\approx}{\Lambda}(V))_{2}, \quad t^{-2}=d^{-2}-c_{0} .
$$

Then (2.1) is equivalent to

$$
\begin{equation*}
A(U, V)+t^{-2}(\underset{\sim}{\Phi}(U), \underset{\sim}{\Phi}(V))_{1}+t^{-2}(\underset{\sim}{\Lambda}(U), \underset{\approx}{\Lambda}(V))_{2}=F(V) \tag{2.6}
\end{equation*}
$$

where $t \rightarrow 0$ as $d \rightarrow 0$, and by the results in [5],

$$
\begin{equation*}
A(U, V) \geq C\|U\|_{\mathcal{V}}^{2} \tag{2.7}
\end{equation*}
$$

(The above rewriting idea has been used in other contexts before-see e.g. [12] and [4, equation (3.1)].) By Theorem 2 of [1], problem (2.6) will have a unique solution, with $\|U\|_{\mathcal{V}}$ bounded by $\|F\|_{\mathcal{V}^{*}}$, the norm of $F$ in the dual space of $\mathcal{V}$.

## 3. The approximate method

Suppose now that $\mathcal{V}_{N} \subset \mathcal{V}$ is a sequence of finite element spaces, parametrized by $N$. While finding the finite element solution, in order to reduce the effect of the constraints (2.5), we will only require that

$$
\begin{equation*}
P_{N}^{1} \Phi(U)=0, \quad P_{N}^{2} \underset{\sim}{\Lambda}(U)=0 \tag{3.1}
\end{equation*}
$$

where for any $\underset{\sim}{X} \in \underset{\sim}{L_{2}}(\Omega), \underset{\sim}{Y} \in \underset{\sim}{L_{2}}(\Omega)$,

$$
P_{N}^{1} \underset{\sim}{X} \in S_{N}^{1} \subset \underset{\sim}{L_{2}}(\Omega) \quad \text { and } \quad P_{N}^{2} \underset{\sim}{Y} \in S_{N}^{2} \subset \underset{\approx}{L_{2}}(\Omega)
$$

are defined as orthogonal projections,

$$
\begin{equation*}
\left(\underset{\sim}{X}-P_{N}^{1} \underset{\sim}{X}, \underset{\sim}{W}\right)_{1}=0 \quad \underset{\sim}{W} \in S_{N}^{1}, \quad\left(\underset{\sim}{Y}-P_{N}^{2} \underset{\sim}{Y}, \underset{\sim}{V}\right)_{2}=0 \quad \underset{\sim}{\forall} \in S_{N}^{2} . \tag{3.2}
\end{equation*}
$$

Assuming that a sequence of such spaces $S_{N}^{1}, S_{N}^{2}$ has been defined, the finite element approximation to $U$ is given by the solution $U_{N} \in \mathcal{V}$ of

$$
\begin{align*}
A\left(U_{N}, V\right) & +t^{-2}\left(P_{N}^{1} \underset{\sim}{\Phi}\left(U_{N}\right), P_{N}^{1} \underset{\sim}{\Phi}(V)\right)_{1}  \tag{3.3}\\
& +t^{-2}\left(P_{N}^{2} \underset{\approx}{\Lambda}\left(U_{N}\right), P_{N}^{2}{\underset{\approx}{*}}^{( }(V)\right)_{2}=F(V) \quad \forall V \in \mathcal{V}_{N}
\end{align*}
$$

Using (2.7), it is easily seen that problem (3.3) has a unique solution for each $t$ and $N$. Method (3.3) has been termed as "partial selective reduced integration" in [1]. Note that in terms of implementation, the projections $P_{N}^{1}, P_{N}^{2}$ in (3.2) can be calculated elementwise (if $S_{N}^{1}, S_{N}^{2}$ are free of interelement continuity constraints). Also, introducing two auxiliary variables, (2.6), (3.3) can be formulated as equivalent mixed formulations-see [1].

In the above, the "reduction" operators $P_{N}^{1}, P_{N}^{2}$ are clearly characterized completely by $S_{N}^{1}, S_{N}^{2}$. To see what properties $S_{N}^{1}, S_{N}^{2}$ should possess, we note the following result. The proof is essentially the same as that for equation (27) of [7].

Theorem 3.1. Let $U \in \mathcal{V}$ be the solution of (2.6) and $U_{N} \in \mathcal{V}_{N}$ the solution of (3.3). Then, for any $W_{N} \in \mathcal{V}_{N}$,

$$
\begin{aligned}
&\left\|U-U_{N}\right\|_{\nu} \leq C\left(\left\|U-W_{N}\right\| \nu+\left\|\left(I-P_{N}^{1}\right)\left(t^{-2} \Phi \underset{\sim}{\Phi}(U)\right)\right\|_{0}\right. \\
&+\left\|\left(I-P_{N}^{2}\right)\left(t^{-2} \underset{\approx}{\Lambda}(U)\right)\right\|_{0}+t^{-2}\left\|P_{N}^{1} \Phi\left(U-W_{N}\right)\right\|_{0} \\
&\left.+t^{-2}\left\|P_{N}^{2} \underset{\approx}{\Lambda}\left(U-W_{N}\right)\right\|_{0}\right)
\end{aligned}
$$

where $C$ is a constant independent of $U, N$.
Let us define

$$
\begin{equation*}
\underset{\sim}{\xi}(U)=t^{-2} \underset{\sim}{\Phi}(U) \quad \text { and } \quad \underset{\sim}{\eta}(U)=t^{-2} \underset{\approx}{\Lambda}(U) \tag{3.4}
\end{equation*}
$$

$(\underset{\sim}{\xi}, \underset{\sim}{\eta})$ are related to the transverse shear stresses and membrane stresses, respectively). Then, Theorem 3.1 gives the following corollary.
Corollary 3.1. Let $Z_{N}(U)=\left\{W_{N} \in \mathcal{V}_{N} \mid P_{N}^{1} \underset{\sim}{\Phi}\left(U-W_{N}\right)=0, P_{N}^{2} \underset{\approx}{\Lambda}\left(U-W_{N}\right)=\right.$ $0\} \subset \mathcal{V}_{N}$. Then,

$$
\begin{align*}
\| U & -U_{N} \|_{\mathcal{V}}  \tag{3.5}\\
& \leq C\left(\inf _{W_{N} \in Z_{N}(U)}\left\|U-W_{N}\right\|_{\mathcal{V}}+\left\|\left(I-P_{N}^{1}\right)(\underset{\sim}{\xi}(U))\right\|_{0}+\left\|\left(I-P_{N}^{2}\right)(\underset{\sim}{\eta}(U))\right\|_{0}\right) .
\end{align*}
$$

Remark 3.1. If we take $P_{N}^{i} \equiv I$ in (3.5), Corollary 3.1 reduces essentially to the corresponding theorem for standard (exact constraint) methods, see Theorem 2.2 of [4]. The last two terms are additional consistency terms when $P_{N}^{i} \neq I$. A more general form of Corollary 3.1, when $P_{N}^{i}$ are more general reduction operators (as opposed to projections in an $L_{2}$ type inner product), may be found in [13].

From Corollary 3.1, we see the requirements on $S_{N}^{1}, S_{N}^{2}$. These should be large enough so that $\underset{\sim}{\xi}(U), \underset{\sim}{\eta}(U)$ can be approximated well. Also, they should be small enough so that $\tilde{Z}_{N}(U)$ has enough functions to ensure the infimum in (3.5) is small. We now present a choice of spaces $\mathcal{V}_{N}, S_{N}^{1}, S_{N}^{2}$ for which the above criteria hold.

Assume that $\Omega$ is a polygon and let $\left\{J_{N}\right\}$ be a sequence of meshes of parallelograms on $\Omega$ such that $\Gamma_{D}$ is a union of edges of the elements for each $J_{N}$. Let $Q$ be the reference square $(-1,1)^{2}$ and assume that each $K \in J_{N}$ is given by $K=\vec{F}_{K}(Q)$, where $\vec{F}_{K}$ is an affine invertible mapping. Let $h_{K}, \rho_{K}$ be the diameter of $K$, and the largest circle that can be inscribed in $K$, respectively, and let $h_{N}=\max _{K \in J_{N}} h_{K}$. We assume there exists a constant $C$, independent of $N$, such that for all $K \in J_{N}$, $\left(h_{K} / \rho_{K}\right) \leq C$. Further, we assume that for each pair $K_{1}, K_{2} \in J_{N}, K_{1} \cap K_{2}$ is either an entire side, a vertex, or the empty set.

Let $\tilde{v}$ be a function defined on $Q$ (or $\partial Q)$. With $\tilde{v}$, we associate the function $v$ defined on $K$ (or $\partial K$ ) by

$$
\begin{equation*}
v=\tilde{v} \circ \vec{F}_{K}^{-1} \tag{3.6}
\end{equation*}
$$

for $\tilde{v}$ a scalar. For $\tilde{v}$ a vector or $2 \times 2$ symmetric tensor, each component of $v$ is defined as in (3.6).

For an interval $I \subset \mathbf{R}$, we denote $\mathcal{P}_{p}(I)$ to be the set of polynomials of degree $\leq p$ on $I$. We denote the set of polynomials of degree $\leq p$ in each variable on $Q$ by
$\mathcal{Q}_{p}(Q)$. For each $N$, let $p_{N} \geq 0$ be an associated integer. We define

$$
\begin{equation*}
V_{k}^{r}\left(J_{N}\right)=\left\{v \in H^{r}(Q)|v|_{K} \circ \vec{F}_{K} \in \mathcal{Q}_{k}(Q) \text { for all } K \in J_{N}\right\} \tag{3.7}
\end{equation*}
$$

We make the assumption that the quantities $a_{\alpha \beta}, b_{\alpha \beta}, \Gamma_{\alpha \beta}^{\gamma}$ occurring in our bilinear form belong to $V_{m}^{0}\left(J_{N}\right)$ for some integer $m \geq 0$. Then we set

$$
\begin{gather*}
\mathcal{V}_{N}=\left\{(\vec{v}, \underset{\sim}{\phi}) \in \mathcal{V} \mid v_{i}, \phi_{\alpha} \in V_{p_{N}+m+2}^{1}\left(J_{N}\right)\right\},  \tag{3.8}\\
S_{N}^{1}=\left\{\underset{\sim}{\mu} \in \underset{\sim}{L_{2}}(\Omega) \mid \mu_{\alpha} \in \underset{p_{N}}{V_{N}^{0}}\left(J_{N}\right)\right\}, \quad S_{N}^{2}=\left\{\underset{\sim}{\lambda} \in \underset{\approx}{L_{2}}(\Omega) \mid \lambda_{\alpha \beta} \in V_{p_{N}}^{0}\left(J_{N}\right)\right\} . \tag{3.9}
\end{gather*}
$$

Hence the components in $S_{N}^{i}$ are of $m+2$ degrees less than those in $\mathcal{V}_{N}$. Note that for $m=0$, unlike the triangular elements in [1], no extra bubble functions are used in the definition of $\mathcal{V}_{N}$ here. (The case $m=0$ was the only one considered in [1].)

Equations (3.7)-(3.9) could also be used to define general quadrilateral or curvilinear elements, in which case $\vec{F}_{K}$ would no longer be affine. Our analysis here will be restricted, however, to parallelograms. We have the following theorem, the proof of which is given in the next section.
Theorem 3.2. Let $a_{\alpha \beta}, b_{\alpha \beta}, \Gamma_{\alpha \beta}^{\gamma} \in V_{m}^{0}\left(J_{N}\right), m \geq 0$. Let $U=(\vec{u}, \underset{\sim}{\theta}) \in \mathcal{V}, U_{N}=$ $\left(\vec{u}_{N}, \underset{\sim}{\theta}\right) \in \mathcal{V}_{N}$ be the solutions of (2.6), (3.3) respectively and let $\underset{\sim}{\xi} \underset{\sim}{\underset{\sim}{\theta}}(U), \underset{\sim}{\eta}(U)$ be as in (3.4). Then for any $0<c_{0}<1, d \in(0,1]$ and $\varepsilon>0,{ }^{1}$

$$
\begin{align*}
\left\|U-U_{N}\right\|_{\mathcal{V}} & =\left\|\vec{u}-\vec{u}_{N}\right\|_{1}+\|\underset{\sim}{\theta}-\underset{\sim}{\theta}\|_{1} \\
& \leq C h_{N}^{\mu} p_{N}^{-\gamma}\left(\|\vec{u}\|_{r}+\|\underset{\sim}{\theta}\|_{r}+\|\underset{\sim}{\xi}(U)\|_{r-1}+\|\underset{\approx}{\eta}(U)\|_{r-1}\right) \tag{3.10}
\end{align*}
$$

where $r$ (real) satisfies $r>3 / 2, \mu=\min \left(p_{N}+1, r-1\right), \gamma=r-1$ if $r \geq 2$, $\gamma=2 r-3-\varepsilon$ if $3 / 2<r \leq 2$ and where $C$ is a constant independent of $h_{N}, p_{N}, U$ and $d$ but dependent on $r$ and $\varepsilon$.
Remark 3.2. We see from the above theorem that the rate of convergence is $O\left(h_{N}^{p_{N}+1} p_{N}^{-(r-1)}\right)$ for the case that the norms on the right-hand side are bounded for $r \geq p_{N}+2$. Technically speaking, this is optimal in terms of $h_{N}$, since by (3.5), the best rate of convergence that can be expected with this method when $d$ is not small is $O\left(h_{N}^{p_{N}+1}\right)$, due to the use of polynomials of degree $p_{N}$ for $S_{N}^{i}$. Hence, by the definition in [4], there is no locking in terms of $h_{N}$. However, effectively, we are seeing a loss of $O\left(h_{N}^{-1-m}\right)$ compared to the optimal approximation rate by polynomials of degree $p_{N}+m+2$, which is what we are using for the primary variables. In terms of $p_{N}$, the uniform estimate we get is the expected rate of $O\left(p_{N}^{-(r-1)}\right)$, i.e. there is no locking in the asymptotic rate, provided $r \geq 2$. For $3 / 2<r \leq 2$, there is possible locking of $O\left(p_{N}^{1 / 2+\varepsilon}\right)$.
Remark 3.3. Let us mention that in practice, the right-hand side of (3.10) may not be bounded except for small $r$, due to the presence of boundary layers. In this case, the above rates could be recovered only if some special care (e.g. extra refinement) is given to the approximation of the boundary layers. Such a strategy is discussed in [13] for plate problems. Essentially, the grid in a strip of $\Omega_{0}$ adjacent to $\partial \Omega$ should be of mesh spacing $h_{N}^{0}\left(h_{N}^{0} \sim d^{1-\frac{1}{2 p_{N}}} h_{N}\right.$ for the methods discussed

[^1]in [13] for the Reissner-Mindlin plate). Then the rate of convergence that could be expected in the absence of boundary layers is preserved. The results in [13] do not depend upon explicit formulas for the boundary layer. Based on recent work by Piila and Pitkäranta (see e.g. [11]), in which asymptotic estimates for shells as $d \rightarrow 0$ are derived, we expect that a similar treatment would be successful in the case of shell problems.

Remark 3.4. If the above refinement is carried out near the boundary, our parallelogram elements could be combined with the triangular elements of [1] to better approximate the boundary. The rate of convergence in terms of $h_{N}$ is the same for the two types of elements, so that using a refined mesh spacing $h_{N}^{0}$ in $\Omega_{0}$ would lead once more to approximation of the boundary layer. Meanwhile, the effect of using high $p_{N}$ for the parallelogram elements in $\Omega \backslash \Omega_{0}$ would still be preserved (we believe that similar rates in $p_{N}$ could be expected from triangles as well). Hence, although we have carried out our $h p$ analysis only for parallelograms, this is not a serious limitation when taken in the context of the above ideas.

Remark 3.5. The elements we use are the usual quadrilateral ones that are popular in the field of spectral element methods [6]. This suggests implementation by spectral element techniques, which often exploit the tensor product nature of the spaces to good advantage in terms of computational time.

Remark 3.6. Our analysis here is limited to the bending-dominated case, and does not answer the question of how well the "partial selective reduced integration" may behave in the membrane-dominated case. In fact, as noted by Pitkäranta (private communication), the coercivity can break down in the limit for this case (depending on the choice of spaces). Hence, the best strategy might be to combine the method here (for the bending-dominated case) with the standard FE method (for the membrane-dominated case). In fact, the standard FE method is easily accomplished, simply by setting $c_{0}=d^{-2}$ in the above method. (Note, also, that shear and membrane locking effects could be treated separately as well as taking two separate parameters $c_{1}, c_{2}$ instead of $c_{0}$.)

Remark 3.7. For the case of arbitrary geometric coefficients, we can first approximate them by piecewise polynomials of degree $m_{N}$, and then use the above spaces (with $m=m_{N}$ increasing with $N$ ). This introduces an additional $O\left(d^{-2} f(N)\right.$ ) consistency error. If the coefficients are smooth, $f(N)$ decreases superexponentially as $N$ increases, so that this term will not dominate in the error. Such an approach can also be used to analyze non-parallelogram elements, where the non-constant (smooth) Jacobians may be lumped with the general geometric coefficients. A full analysis using this approach will be given in a future work. The question of finding the minimal spaces $\mathcal{V}_{N}$ that can be used will also be considered. (The basic idea is to use the $p$ version to control locking by adding the minimal number of extra functions to $\mathcal{V}_{N}$ while keeping the spaces $S_{N}^{i}$ fixed.)

## 4. Proof of Theorem 3.2

To prove Theorem 3.2, we need a series of technical lemmas, culminating in Lemma 4.4, which gives an error estimate for a projection operator $\widetilde{\Pi}_{N}$. Once this estimate is established, the proof of Theorem 3.2 follows in a few lines (see the end of this section). We start by defining a projection operator, $\Pi_{k}: H^{1+\varepsilon}(Q) \rightarrow \mathcal{Q}_{k}(Q)$
as follows:

$$
\begin{gather*}
\left(\Pi_{k} u\right)\left(N_{i}\right)=u\left(N_{i}\right) \quad \text { for each node } N_{i} \text { of } Q,  \tag{4.1}\\
\int_{e}\left(\Pi_{k} u\right)(s) q(s) d s=\int_{e} u(s) q(s) d s, \quad \forall q \in \mathcal{P}_{k-2}(e), \text { for each edge } e \text { of } Q, \\
\iint_{Q}\left(\Pi_{k} u\right)(\vec{x}) q(\vec{x}) d \vec{x}=\iint_{Q} u(\vec{x}) q(\vec{x}) d \vec{x}, \quad \forall q \in \mathcal{Q}_{k-2}(Q)
\end{gather*}
$$

Equations (4.1)-(4.3) give a unique $\Pi_{k} u \in \mathcal{Q}_{k}(Q)$ for any $u \in H^{1+\varepsilon}(Q)$. Using Green's Theorem, we see from the above definition that for $|\alpha| \leq 1$,

$$
\begin{equation*}
\iint_{Q} D^{\alpha}\left(u-\Pi_{k} u\right) q d \vec{x}=0 \quad \text { for all } q \in \mathcal{Q}_{k-2}(Q) \tag{4.4}
\end{equation*}
$$

Next, we prove some further properties of $\Pi_{k}$.
Let $L_{i}(x)$ be the Legendre polynomial of degree $i \geq 0$ and define $L_{-1}(x)=$ $L_{-2}(x)=0$. Also, let for $i \geq 0, \gamma_{i}=(2 i+1)^{-1}$ and define $\gamma_{-1}=1$. Then we set

$$
\begin{equation*}
U_{i}(x)=\gamma_{i-1}\left(L_{i}(x)-L_{i-2}(x)\right), \quad i \geq 0 \tag{4.5}
\end{equation*}
$$

We may easily verify that

$$
\begin{equation*}
U_{i}^{\prime}(x)=L_{i-1}(x), \quad i \geq 0 \tag{4.6}
\end{equation*}
$$

Obviously, $\left\{U_{i}\right\}_{i=0}^{k}$ forms a basis for $\mathcal{P}_{k}(I), I=(-1,1)$, and so the products $U_{i}(x) U_{j}(y), 0 \leq i, j \leq k$ will form a basis for $\mathcal{Q}_{k}(Q)$. Hence, if $v \in \mathcal{Q}(Q)$, the set of all polynomials on $Q$, then we may write

$$
\begin{equation*}
v(x, y)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} a_{i j} U_{i}(x) U_{j}(y) \tag{4.7}
\end{equation*}
$$

where the sum will be finite. Also, for $v_{k}(x, y) \in \mathcal{Q}_{k}(Q)$, we may write

$$
\begin{equation*}
v_{k}(x, y)=\sum_{i=0}^{k} \sum_{j=0}^{k} b_{i j} U_{i}(x) U_{j}(y) \tag{4.8}
\end{equation*}
$$

For $v \in \mathcal{Q}(Q)$ given by (4.7), we now calculate $v_{k}=\Pi_{k} v$ (assumed to be given by formula (4.8)). First, since $U_{i}( \pm 1)=0$ for $i>1$, we may obtain using (4.1), (4.7), (4.8),

$$
\begin{equation*}
b_{i j}=a_{i j}, \quad 0 \leq i, j \leq 1 . \tag{4.9}
\end{equation*}
$$

Next, consider the sides $x= \pm 1$. Then, using (4.9), we may integrate (4.2) by parts to obtain

$$
\begin{equation*}
\int_{-1}^{1} v_{k y}( \pm 1, y) r(y) d y=\int_{-1}^{1} v_{y}( \pm 1, y) r(y) d y \quad \forall r \in \mathcal{P}_{k-1}(I) . \tag{4.10}
\end{equation*}
$$

Let $r(y)=L_{n-1}(y), n=2, \ldots, k$, in (4.10). Using (4.7), (4.8), with $x= \pm 1$,

$$
\int_{-1}^{1} \sum_{j=1}^{k}\left(b_{0 j} \pm b_{1 j}\right) L_{j-1}(y) L_{n-1}(y) d y=\int_{-1}^{1} \sum_{j=1}^{\infty}\left(a_{0 j} \pm a_{1 j}\right) L_{j-1}(y) L_{n-1}(y) d y
$$

from which

$$
b_{0 n}=a_{0 n}, \quad b_{1 n}=a_{1 n}, \quad n=2, \ldots, k
$$

Similarly, from the sides $y= \pm 1$,

$$
b_{n 0}=a_{n 0}, \quad b_{n 1}=a_{n 1}, \quad n=2, \ldots, k
$$

Finally, it may be easily verified (see Lemma 4.1 of [15]) that conditions (4.3) give

$$
b_{i j}=a_{i j}, \quad 2 \leq i, j \leq k
$$

Hence, for $v$ given by (4.7), we have

$$
\begin{equation*}
\left(\Pi_{k} v\right)(x, y)=\sum_{i=0}^{k} \sum_{j=0}^{k} a_{i j} U_{i}(x) U_{j}(y) \tag{4.11}
\end{equation*}
$$

We will also use the one-dimensional projection $v \rightarrow \pi_{k} v( \pm 1) \in \mathcal{P}_{k}(I)$ defined on $H^{1 / 2+\varepsilon}(I)$ by

$$
\pi_{k} v( \pm 1)=v( \pm 1), \quad \int_{-1}^{1}\left(\pi_{k} v-v\right) q=0, \quad q \in \mathcal{P}_{k-2}(I)
$$

For $v \in H_{0}^{1}(I), \pi_{k}$ is seen to just be the $H^{1}$ projection of $v$ into $\mathcal{P}_{k}(I)$. Using this fact and a duality argument, it may be shown that

$$
\begin{equation*}
\left\|\pi_{k} v-v\right\|_{0, I} \leq \frac{C}{(k-1)}\left\|v^{\prime}\right\|_{0, I} \tag{4.12}
\end{equation*}
$$

Denoting $\pi_{k}^{x}, \pi_{k}^{y}$ to be the projection in variables $x, y$ respectively, we may verify that

$$
\begin{equation*}
\Pi_{k}=\pi_{k}^{x} \pi_{k}^{y}=\left(\pi_{k}^{x} \otimes I\right)\left(I \otimes \pi_{k}^{y}\right) \tag{4.14}
\end{equation*}
$$

Let us now estimate $\left\|v-\Pi_{k} v\right\|_{1, Q}$.
Lemma 4.1. For $v$ given by (4.7),

$$
\begin{align*}
\|v\|_{0, Q}^{2}=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} 4 \gamma_{i} \gamma_{j}\left(\gamma_{i-1} \gamma_{j-1} a_{i j}\right. & +\gamma_{i+1} \gamma_{j+1} a_{i+2, j+2}  \tag{4.15}\\
& \left.-\gamma_{i+1} \gamma_{j-1} a_{i+2, j}-\gamma_{i-1} \gamma_{j+1} a_{i, j+2}\right)^{2}
\end{align*}
$$

$$
\begin{align*}
\left\|v_{x}\right\|_{0, Q}^{2} & =\sum_{i=1}^{\infty} \sum_{j=0}^{\infty} 4 \gamma_{i-1} \gamma_{j}\left(\gamma_{j-1} a_{i j}-\gamma_{j+1} a_{i, j+2}\right)^{2}  \tag{4.16}\\
\left\|v_{y}\right\|_{0, Q}^{2} & =\sum_{i=0}^{\infty} \sum_{j=1}^{\infty} 4 \gamma_{i} \gamma_{j-i}\left(\gamma_{i-1} a_{i j}-\gamma_{i+1} a_{i+2, j}\right)^{2} \tag{4.17}
\end{align*}
$$

Proof. The above results follow easily by the orthogonality properties of Legendre polynomials and their derivatives. In particular, they are established as in Lemma 4.2 of [15].

Obviously, a similar lemma holds for (4.8) or (4.11). Using this lemma and the characterization (4.11), we obtain the following result, which generalizes Lemma 4.3 of [15].

Lemma 4.2. For any $v \in H^{r}(Q), r>3 / 2$, let $\Pi_{k} v \in \mathcal{Q}_{k}(Q)$ be defined by (4.1)(4.3). Then

$$
\begin{equation*}
\left\|\Pi_{k} v\right\|_{1, Q} \leq C\left(k^{1 / 2}\|v\|_{1, Q}+k^{-1 / 2} \sum_{e \in \partial Q}\|v\|_{1, e}\right) \tag{4.18}
\end{equation*}
$$

where $e$ are the edges of $Q$.
Proof. It is sufficient to prove the result for the operator $\Pi_{k}$ defined only on $\mathcal{Q}(Q)$. Then by [2, pages $13-14]$, there is a unique norm preserving extension of $\Pi_{k}$ to $H^{r}(Q), r>3 / 2$, which coincides with the definition via (4.1)-(4.3). Thus, let $v \in \mathcal{Q}(Q)$ be given by (4.7), so that $\Pi_{k} v$ is given by (4.11). Then, using (4.16),

$$
\begin{align*}
\left\|\left(\Pi_{k} v\right)_{x}\right\|_{0, Q}^{2}= & \sum_{i=1}^{k} \sum_{j=0}^{k-2} 4 \gamma_{i-1} \gamma_{j}\left(\gamma_{j-1} a_{i j}-\gamma_{j+1} a_{i, j+2}\right)^{2} \\
& +\sum_{i=1}^{k}\left(4 \gamma_{i-1} \gamma_{k-1}\left(\gamma_{k-2} a_{i, k-1}\right)^{2}+4 \gamma_{i-1} \gamma_{k}\left(\gamma_{k-1} a_{i k}\right)^{2}\right)  \tag{4.19}\\
\leq & \left\|v_{x}\right\|_{0, Q}^{2}+B .
\end{align*}
$$

To bound $B$, let $k$ be odd (say). Then for each $i=1, \ldots, k$, we can use a telescoping sum to write

$$
\gamma_{k-2} a_{i, k-1}=-\sum_{m=0}^{(k-3) / 2}\left(\gamma_{2 m-1} a_{i, 2 m}-\gamma_{2 m+1} a_{i, 2 m+2}\right)+a_{i 0}
$$

Squaring and using the fact that $\gamma_{k-1} \leq \gamma_{j}$ for $j \leq k-1$,

$$
\begin{aligned}
& 4 \gamma_{i-1} \gamma_{k-1}\left(\gamma_{k-2} a_{i, k-1}\right)^{2} \\
& \quad \leq C\left(k \sum_{m=0}^{(k-3) / 2} 4 \gamma_{i-1} \gamma_{2 m}\left(\gamma_{2 m-1} a_{i, 2 m}-\gamma_{2 m+1} a_{i, 2 m+2}\right)^{2}+\gamma_{i-1} \gamma_{k-1} a_{i 0}^{2}\right)
\end{aligned}
$$

Using a similar argument for $4 \gamma_{i-1} \gamma_{k}\left(\gamma_{k-1} a_{i k}\right)^{2}$, and substituting in (4.19), we have

$$
\left\|\left(\Pi_{k} v\right)_{x}\right\|_{0, Q}^{2} \leq C\left(k\left\|v_{x}\right\|_{0, Q}^{2}+\sum_{i=1}^{k}\left(\gamma_{i-1} \gamma_{k-1} a_{i 0}^{2}+\gamma_{i-1} \gamma_{k} a_{i 1}^{2}\right)\right) .
$$

Treating the terms $\left\|\left(\Pi_{k} v\right)_{y}\right\|_{0, Q}^{2}$ and $\left\|\left(\Pi_{k} v\right)\right\|_{0, Q}^{2}$ by a similar method, we obtain

$$
\begin{array}{r}
\left\|\left(\Pi_{k} v\right)\right\|_{1, Q}^{2} \leq C\left(k\|v\|_{1, Q}^{2}+\sum_{i=1}^{k}\left(\gamma_{i-1} \gamma_{k-1} a_{i 0}^{2}+\gamma_{i-1} \gamma_{k} a_{i 1}^{2}\right)\right. \\
\left.+\sum_{j=1}^{k}\left(\gamma_{k-1} \gamma_{j-1} a_{0 j}^{2}+\gamma_{k} \gamma_{j-1} a_{1 j}^{2}\right)\right) . \tag{4.20}
\end{array}
$$

We now bound the last two terms in (4.20). We have, using (4.7),

$$
\begin{aligned}
\int_{-1}^{+1} v_{y}^{2}( \pm 1, y) d y & =\int_{-1}^{+1}\left(\sum_{j=0}^{\infty}\left(a_{0 j} \pm a_{1 j}\right) L_{j-1}(y)\right)^{2} d y \\
& =\sum_{j=0}^{\infty} 2 \gamma_{j-1}\left(a_{0 j} \pm a_{1 j}\right)^{2}
\end{aligned}
$$

Hence,
(4.21)

$$
\sum_{j=1}^{k}\left(\gamma_{k-1} \gamma_{j-1} a_{0 j}^{2}+\gamma_{k} \gamma_{j-1} a_{1 j}^{2}\right) \leq \frac{\gamma_{k-1}}{2}\left(\int_{-1}^{+1} v_{y}^{2}(+1, y) d y+\int_{-1}^{+1} v_{y}^{2}(-1, y) d y\right)
$$

Using a similar argument for the other term in (4.20), and combining with (4.21), we get the lemma.

Remark 4.1. For functions $v$ that vanish on $\partial Q$, the projection $\Pi_{k}$ coincides with the projection $\mathcal{S}_{k}$ defined in [15]. By the sharpness of the bound for $\mathcal{S}_{k}$ (Remark 4.1 of [15]), we conclude that the loss of the factor $k^{1 / 2}$ in (4.18) is sharp as well.

Lemma 4.3. For any $v \in H^{r}(Q), r>3 / 2$, and any $\varepsilon>0$, there exists a constant $C$ depending on $r, \varepsilon$ such that

$$
\left\|v-\Pi_{k} v\right\|_{1, Q} \leq C k^{-\gamma}\|v\|_{r, Q}
$$

where $\gamma=r-1$ if $r \geq 2$, and $\gamma=2 r-3-\varepsilon$ if $3 / 2<r \leq 2$.
Proof. Given $v \in H^{r}(Q)$, let $v_{k} \in \mathcal{Q}_{k}(Q)$ satisfy conditions (4.1), (4.2) (with $v$ instead of $u$ ), and also

$$
\iint_{Q} \nabla v_{k} \cdot \nabla q d \vec{x}=\iint_{Q} \nabla v \cdot \nabla q d \vec{x} \quad \forall q \in \mathcal{Q}_{k}(Q)
$$

Then, $v_{k}$ is the projection of $v$ on $\mathcal{Q}_{k}(Q)$ discussed in [3], and by the results in that reference,

$$
\begin{gather*}
\left\|v-v_{k}\right\|_{1, Q} \leq C k^{-(r-1)}\|v\|_{r, Q}  \tag{4.22}\\
\left\|v-v_{k}\right\|_{1, e} \leq C k^{-(r-3 / 2)}\|v\|_{r, Q} \quad \text { for each edge of } Q \tag{4.23}
\end{gather*}
$$

Hence, using Lemma 4.2, (4.22) and (4.23),

$$
\begin{align*}
\left\|v-\Pi_{k} v\right\|_{q, Q} & \leq\left\|v-v_{k}\right\|_{1, Q}+\left\|\Pi_{k}\left(v-v_{k}\right)\right\|_{1, Q}  \tag{4.24}\\
& \leq\left\|v-v_{k}\right\|_{1, Q}+C\left(k^{1 / 2}\left\|v-v_{k}\right\|_{1, Q}+k^{-1 / 2} \sum_{e \in \partial Q}\left\|v-v_{k}\right\|_{1, e}\right) \\
& \leq C k^{-(r-3 / 2)}\|v\|_{r, Q} .
\end{align*}
$$

Now, suppose $r \geq 2$. Then, using (4.12)-(4.14),

$$
\begin{aligned}
\left\|v-\Pi_{k} v\right\|_{0, Q} & =\left\|(v-q)-\Pi_{k}(v-q)\right\|_{0, Q} \\
& =\left\|(v-q)-\left(\pi_{k}^{x} \otimes I\right)\left(I \otimes \pi_{k}^{y}\right)(v-q)\right\|_{0, Q} \\
& \leq\|v-q\|_{0, Q}+\frac{C}{(k-1)}\left\|D_{x}\left(I \otimes \pi_{k}^{y}\right)(v-q)\right\|_{0, Q} \\
& =\|v-q\|_{0, Q}+\frac{C}{(k-1)}\left\|\left(I \otimes \pi_{k}^{y}\right) D_{x}(v-q)\right\|_{0, Q} \\
& \leq\|v-q\|_{0, Q}+\frac{C^{2}}{(k-1)^{2}}\left\|D_{x y}^{2}(v-q)\right\|_{0, Q}
\end{aligned}
$$

Similarly, using (4.12)-(4.14) again,

$$
\left\|\nabla v-\nabla \Pi_{k} v\right\|_{0, Q} \leq\|\nabla(v-q)\|_{0, Q}+\frac{C}{(k-1)}\left\|D_{x y}^{2}(v-q)\right\|_{0, Q}
$$

By equation (4.1a) of [3], we then get

$$
\begin{equation*}
\left\|v-\Pi_{k} v\right\|_{1, Q} \leq C k^{-(r-1)}\|v\|_{r, Q}, \quad r \geq 2 \tag{4.25}
\end{equation*}
$$

Interpolating between (4.24) and (4.25) gives the result.
Using the projection $\Pi_{k}$ on the reference element, we now define the operator $\widetilde{\Pi}_{N}: H_{D}^{1+\varepsilon} \rightarrow V_{p_{N}+m+2}^{1}\left(J_{N}\right)$ by

$$
\begin{equation*}
\left.\left(\widetilde{\Pi}_{N} u\right)\right|_{K}=\left(\Pi_{p_{N}+m+2}\left(\left.u\right|_{K} \circ \vec{F}_{K}\right)\right) \circ \vec{F}_{K}^{-1} \quad \text { for all } K \in J_{N} . \tag{4.26}
\end{equation*}
$$

(Note that (4.1)-(4.2) ensure continuity across element boundaries.) Since the mappings $\vec{F}_{K}$ are affine, (4.4) implies that for $|\alpha| \leq 1$,

$$
\begin{equation*}
\iint_{K} D^{\alpha}\left(u-\widetilde{\Pi}_{N} u\right) q d \vec{x}=0 \quad \text { for all } K \in J_{N}, q \in V_{p_{N}+m}^{0}\left(J_{N}\right) \tag{4.27a}
\end{equation*}
$$

Also, taking $\alpha=0$ in (4.27a), we see that
(4.27b) $\iint_{K} c\left(u-\widetilde{\Pi}_{N} u\right) q d \vec{x}=0 \quad$ for all $K \in J_{N}, c \in V_{m}^{0}\left(J_{N}\right), q \in V_{p_{N}}^{0}\left(J_{N}\right)$.

Moreover, the following lemma holds.
Lemma 4.4. Let $\widetilde{\Pi}_{N}: H_{D}^{1+\varepsilon} \rightarrow V_{p_{N}+m+2}^{1}\left(J_{N}\right)$ be defined by (4.26). Then for any $v \in H_{D}^{r}, r>\frac{3}{2}, \varepsilon>0$,

$$
\left\|v-\widetilde{\Pi}_{N} v\right\|_{1} \leq C h_{N}^{\min \left(p_{N}+m+2, r-1\right)} p_{N}^{-\gamma}\|v\|_{r}
$$

where $\gamma$ is defined as in Lemma 4.3 and $C$ depends on $r, \varepsilon$.
Proof. For any $K \in J_{N}$, and $v, \tilde{v}$ related by (3.6), we have by Lemma 4.4 of [3]

$$
\begin{equation*}
\inf _{\tilde{w} \in Q_{k}(Q)}\|\tilde{v}-\tilde{w}\|_{r, Q} \leq C h_{K}^{\min (k+1, r)}\|v\|_{r, K} \tag{4.28}
\end{equation*}
$$

where $\tilde{v} \in H^{r}(Q), r \geq 0$. Hence, by Lemma 4.3 and (4.28),

$$
\begin{equation*}
\left\|\tilde{v}-\Pi_{k} \tilde{v}\right\|_{1, Q} \leq\left\|(\tilde{v}-\tilde{w})-\Pi_{k}(\tilde{v}-\tilde{w})\right\|_{1, Q} \leq C k^{-\gamma} h_{K}^{\min (k+1, r)}\|v\|_{r, \dot{K}} \tag{4.29}
\end{equation*}
$$

Let $k=p_{N}+m+2$. Then by (4.26) and a standard scaling result, (4.29) gives

$$
\left\|v-\widetilde{\Pi}_{N} v\right\|_{1, K} \leq C p_{N}^{-\gamma} h_{K}^{\min \left(p_{N}+m+2, r-1\right)}\|v\|_{r, K}
$$

The lemma follows by squaring and summing over all $K \in J_{N}$ and noting that $h_{K} \leq h_{N}$.

Proof of Theorem 3.2. We must bound the terms in (3.5). First, we note that by the usual approximation theory for the $h-p$ version (Lemma 4.5 of [3]), with $\mu=\min \left(p_{N}+1, r-1\right)$,

$$
\begin{align*}
& \left\|\left(I-P_{N}^{1}\right) \underset{\sim}{\xi}(U)\right\|_{0} \leq C h_{N}^{\mu} p_{N}^{-(r-1)}\|\underset{\sim}{\xi}(U)\|_{r-1},  \tag{4.30}\\
& \left.\left\|\left(I-P_{N}^{2}\right) \underset{\approx}{\eta}(U)\right\|_{0} \leq C h_{N}^{\mu} p_{N}^{-(r-1)} \| \underset{\sim}{\eta( }\right) \tag{4.31}
\end{align*}
$$

Next, for $U=(\vec{u}, \underset{\sim}{\theta})$ we define $W_{N}=(\vec{z}, \psi)$ by

$$
z_{i}=\Pi_{N} u_{i}, \quad \psi_{\alpha}=\Pi_{N} \theta_{\alpha}
$$

Then, since we assume $a_{\alpha \beta}, b_{\alpha \beta}, \Gamma_{\alpha \beta}^{\gamma}$ are in $V_{m}^{0}\left(J_{N}\right)$, equation (4.27a), the definitions (2.3), (2.4) of $\underset{\sim}{\Phi}, \underset{\sim}{\Lambda}$, and (3.2) imply that $W_{N} \in Z_{N}(U)$. Applying Lemma 4.4, we see that

$$
\begin{equation*}
\left\|U-W_{N}\right\|_{\mathcal{V}} \leq C h_{N}^{\min \left(p_{N}+m+2, r-1\right)} p_{N}^{-\gamma}\left(\|\vec{u}\|_{r}+\|\underset{\sim}{\theta}\|_{r}\right) . \tag{4.32}
\end{equation*}
$$

Theorem 3.2 follows from (4.30)-(4.32).
Remark 4.2. Instead of studying convergence in terms of Corollary 3.1 (as we did here), we could, instead, have framed our analysis in the context of mixed methods, as in [1]. For the pure $h$ version, this would give us precisely Theorem 5 and Corollary 6 of [1], which includes estimates for the auxiliary variables in the norm ||| $\cdot||\mid$ from [1].
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